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Abstract

Using the ERP method, we examined the processing operations elicited by stimuli that appear within the same temporal

attention window. Forty subjects searched for letter targets among digit distractors displayed in rapid serial visual

presentation (RSVP). ERPs were examined under conditions where a single target was embedded among distractors and

compared to those recorded when two consecutive targets were embedded among distractors. Standard and independent

component analyses revealed two temporally and topographically distinct ERP responses, a midfrontal P3a component

peaking at about 300 ms followed by a midparietal P3b component peaking at about 450 ms. With minimal latency

variations, the frontal P3a was amplified when elicited by two consecutive targets relative to a single target. The parietal

P3b response was also amplified when elicited by two consecutive targets compared to a single target but, in contrast to

P3a, it was also associated with a substantially longer time course. These results provide evidence for the involvement of

frontal brain regions in the close-to-concurrent selection of two consecutive targets displayed in RSVP, and of posterior

brain regions in the serial encoding of targets in visual working memory. The present findings are discussed in relation to

current models of temporal gating of attention and the attentional blink effect.

Descriptors: Attentional blink, Event-related potentials, Frontoparietal neural circuit, P3 component, Independent component analysis
(ICA)

Humans do not seem to have any particular difficulty in detecting

one specific object embedded in a flow of rapidly changing infor-

mation (Sperling, Budiansky, Spivak, & Johnson, 1971). This appa-

rent efficiency belies, however, the complexity of the chain of

processes required to parse the visual continuum into discrete

objects, which is key to generating a stable and coherent mental rep-

resentation of our dynamic visual environment. This topic has been

a matter of intense investigation over the last 25 years using the

rapid serial visual presentation (RSVP) paradigm, where two target

objects (e.g., Target 1 [T1] and Target 2 [T2]) must be detected

among a stream of distracting elements. An RSVP phenomenon

that has undergone considerable investigation is the attentional blink

(AB; Raymond, Shapiro, & Arnell, 1992): When T1 and T2 are dis-

played at less than about half a second of each other, T1 is usually

detected successfully, whereas T2 is often missed.

Current cognitive-neuroscientific models of the AB share the core

assumption that attention is initially deployed to T1 through top-

down amplification conveyed through a reentrant frontoparietal

neural circuit (e.g., Di Lollo, Enns, & Rensink, 2000; Kranczioch,

Debener, Schwarzbach, Goebel, & Engel, 2005; Lamme &

Roelfsema, 2000; Marois & Ivanoff, 2005; Marois, Yi, & Chun,

2004; Scalf, Dux, & Marois, 2011). Specifically, attention engage-

ment to T1 is held to be necessary for passing this information on to

higher-level encoding stages of processing such as those associated

with visual working memory. Reeves and Sperling (1986; see also

Nakayama & Mackeben, 1989) have shown that the time course of

attention deployment to RSVP targets is well approximated by a

gamma function, with a steeply rising rate of information accumula-

tion peaking at about 100–150 ms after target onset, followed by a

gradual return to baseline. Given that RSVP items are often presented

at rates close to 10 Hz, this implies that attention deployment to

RSVP items is likely to be at its peak when the T1 1 1 item is dis-

played. Indeed, a wealth of evidence shows that if the T1 1 1 item is

T2, then it is often spared from the AB, a phenomenon known as lag-

1 sparing (Potter, Chun, Banks, & Muckenhoupt, 1998). Two classes

of behavioral findings have been taken as further support for this

view. When T1 and T2 are consecutive items, (1) there is typically

better report accuracy for T2 relative to T1 (e.g., Bowman & Wyble,

2007; Olivers, Hilkenmeier, & Scharlau, 2011), and (2) there are typi-

cally a disproportionate number of reversals in the order of report of

the targets (e.g., Aky€urek et al., 2012; Hommel & Aky€urek, 2005).

Here, we offer a fine-grained characterization of attention

deployment to targets in RSVP based on a recent set of results from
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our group suggesting that attentional deployment and working mem-

ory encoding generate temporally and topographically distinguish-

able patterns of ERPs (Dell’Acqua et al., 2015). In this previous

work, we employed a multitarget RSVP design and examined the

electrophysiological P3 component (e.g., Dien, Spencer, & Donchin,

2004; Polich, 2003; Verleger, 1988) elicited by an unmasked target

terminating an RSVP sequence. This last target-locked P3 activity

was detected both at midfrontal and midparietal recording sites, and

decomposed through independent component analysis (ICA). Spe-

cifically, the ICA analysis revealed two distinct P3 components, a

frontal P3a peaking at about 300 ms posttarget, followed by a parie-

tal P3b peaking at 400–450 ms posttarget. The parietal P3b varied

with intertarget lag, with diminished amplitude and postponed

latency at short relative to long lags—a typical ERP signature of the

AB (Aky€urek, Leszczy�nski, & Schub€o, 2010; Brisson & Bourassa,

2014; Kranczioch, Debener, & Engel, 2003; Ptito, Arnell, Jolicœur,

& MacLeod, 2008; Sessa, Luria, Verleger, & Dell’Acqua, 2007;

Vogel & Luck, 2002; Vogel, Luck, & Shapiro, 1998). In addition,

the frontal P3a was reduced in amplitude under analogous condi-

tions, but, importantly, no onset latency variations were observed.

These ERP modulations were more pronounced when the ERPs

were time-locked to T3 in three-target RSVP trials (i.e., when T3

was preceded at varying lag by consecutive T1 and T2) relative to

when ERPs were time-locked to T2 in standard two-target RSVP

trials (i.e., when T2 was preceded at varying lag by T1). In both

two-target and three-target trials, the P3a amplitude was inversely

correlated with P3b latency, and this finding led us to propose that

the efficiency of attention deployment to the last target, reflected in

P3a amplitude, determined the amount of processing deferment of

its encoding in visual working memory, reflected in P3b latency.

The goal of the Dell’Acqua et al.’s (2015) report was to charac-

terize the time course of target processing under conditions where a

target was preceded at varying lags by one (T1) or two consecutive

targets (T1 and T2). However, given the richness of the electroen-

cephalographic dataset, portions of it were left unexplored. In par-

ticular, P3a and P3b responses time-locked to the initial target(s),

preceding the last one, in two-target and three-target RSVP trials

were not compared. Reconsidering this specific part of Dell’Acqua

et al.’s (2015) dataset is vital to further our understanding of the

neurophysiological correlates of attentional selection and memory

encoding in RSVP tasks. That is, whereas the original ERP analy-

ses focused primarily on neurophysiological variations arising from

a lag-dependent interaction between distinct attention episodes—

one enabling the encoding of the initial target(s) and one enabling

the encoding of the last target in RSVP—here, the aim is to provide

a neurophysiological characterization of the processing occurring

within an attention episode enabling the encoding of either a single

target or two successively presented targets.

Two computational accounts of the AB,1 which have specifi-

cally addressed RSVP-sparing phenomena and made explicit

claims concerning ERP findings, are useful in the present context.

These theories make predictions regarding how T1-locked P3a,

reflecting attention deployment to target(s) and associated with

neural structures localized frontally, should vary as a function of

whether the T1 1 1 item is a distractor (in two-target trials) or a

subsequent target (i.e., T2 in three-target trials). Both models pre-

dict that, with minimal latency variations, P3a amplitude should be

greater when T1 is immediately followed by T2 relative to when

T1 is followed by a distractor. According to Olivers and Meeter

(2008), a distractor trailing T1 curtails attention deployment by

eliciting an inhibitory response. The attentional response would, in

contrast, have time to unfold to a greater extent when the T1 1 1

item is T2, that is, when the inhibitory response—elicited by the

T2 1 1 distractor—is postponed by a time corresponding to T2

exposure duration. This activation asymmetry between a weakly

activated T1 and a strongly activated T2 has been raised as the

cause of order reversals in consecutive target report and for the bet-

ter report of T2 relative to T1 at lag 1 (Olivers et al., 2011). Simi-

larly, Wyble, Potter, Bowman, and Nieuwenstein (2011) propose

that T1 and T2 both elicit attentional responses, but are processed

in the same attentional window when presented sequentially, with

T1 enhancing attention deployment to T2. Attentional enhance-

ment would be discontinued when the T1 1 1 item is a distractor.

Thus, both Olivers and colleagues and Wyble et al. (2011) maintain

that order reversals in target report and the increased report accu-

racy for T2 relative to T1 are determined by the resulting asymme-

try in target activations, with T2 overtaking T1 on a sizable

proportion of trials.

Despite some similarities, these two models differ substantially

with reference to time course and localization of ERP responses

following P3a. The root cause of the AB in Olivers and Meeter’s

(2008) model is a transient inhibition (so-called bounce response)

elicited by the T1 1 1 distractor to contrast the initial attention

boost to T1 and prevent access of trailing nontarget items to work-

ing memory. In support of this hypothesis, Olivers and Meeter

(2008) cite ERP evidence described by Martens, Munneke, Smid,

and Johnson (2006), who explored the processing differences

between blinkers (i.e., subjects who show average AB effects with

RSVP) and nonblinkers (i.e., subjects who appear to be immune to

the AB and tend to miss T2 in less than 10% of RSVP trials).

Martens et al. (2006) reported that T1 elicited an initial positive

component recorded in a 180–350 ms time range post-T1 at frontal

electrode sites (F7 and F8), dubbed frontal selection positivity

(FSP; e.g., Smid, Jakob, & Heinze, 1999), followed by a negative

component observed at these frontal electrodes. Although this neg-

ative component was not parametrically investigated by Martens

et al. (2006), Olivers and Meeter (2008) noted that the time course

of the post-FSP frontal negative component, held to be the correlate

of the bounce response, had a temporal extension of 300–500 ms

after the offset of the FSP component, displaying therefore an inter-

esting overlap with the time course of the AB. Olivers and Meeter

(2008) further elaborated on the possible repercussions of this

inhibitory response on classic ERP findings concerning the P3b

response elicited by T2 in prior studies, raising the possibility of a

direct link between the propagation of the post-FSP negative activ-

ity originating at frontal sites and T2-locked P3b suppression typi-

cally observed later and more posteriorly when a masked T2 is

missed during the AB. In fact, this finding has been repeatedly

associated with T2-locked P3b onset postponement when an

unmasked T2 is displayed during the AB time window (e.g., Sessa

et al., 2007). Referred to the present context, one distinctive predic-

tion that can be derived from Olivers and Meeter’s (2008) model is

1. In prior occasions (e.g., Dell’Acqua et al., 2012), we made refer-
ence to three computational AB models in order to produce and com-
pare qualitative fits of empirical data collected using the RSVP
paradigm, that is, the two computational models considered in this arti-
cle (see text) and the model put forward by Taatgen, Juvina, Schipper,
Borst, and Martens (2009). We note that the theory of Taatgen and col-
leagues, though of paramount importance for predicting the modulatory
role of a number of factors on the AB phenomenon (among which, in
particular, the critical role of individual differences in the AB), lacks a
sufficiently clear formal description of the exact dynamics underlying
lag-1 sparing to allow us to generate specific predictions concerning this
effect and expected ERP modulations.
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that the T1-locked frontal positive response2 should be immediately

followed by a frontal negative component indexing attentional inhi-

bition elicited by the first target-trailing distractor. The onset timing

of this frontal negative component should therefore differ between

two-target and three-target trials, because the first target-trailing

distractor is displayed in the T1 1 1 position in two-target trials,

and in the T11T2 1 1 position in three-target trials. Furthermore, a

second prediction emerges when taking into account a recent set of

results obtained using a close variant of the present three-target ver-

sus two-target design in which the magnitude of the AB effect was

estimated by monitoring the percent correct report of a masked last

target trailing at varying lags a single target (i.e., T1) in two-target

trials or two consecutive targets (i.e., T1 and T2) in three-target tri-

als (Dux, Wyble, Jolicœur, & Dell’Acqua, 2014). Across four

experiments, a consistent finding was that, at stimulus onset asyn-

chrony (SOA) ranging from 168 to 420 ms, the last target’s report

suffered an AB that was substantially intensified when preceded by

two consecutive targets in three-target trials compared to when the

last target was preceded by a single target in two-target trials. In

three-target trials, the correct report of T3 in three-target trials hov-

ered at around 38%, whereas the correct report of T2 in two-target

trials hovered at around 69%. From 420 ms onward, the correct

report of T2 and T3 in two-target and three-target trials, respec-

tively, did not differ significantly, implying that the AB was not

characterized by a longer-lasting time course. These results rather

suggested that the AB was just more intense in three-target versus

two-target trials at short relative to long lags. These observations

lead us to predict that a post-FSP/P3a negative ERP component

should not just show a clear sign of being time-locked to the first

target(s)-trailing distractor, but should also be of greater ampli-

tude—reflecting stronger distractor-induced inhibition causing an

AB magnification—in three-target trials than in two-target trials.

According to the model of Wyble et al. (2011), the AB is symp-

tomatic of the visual system’s overarching goal of generating epi-

sodically distinguishable episodes. As surmised above, targets in

RSVP undergo attentional enhancement, which we proposed as

indexed by an increment of frontal positivity, in order to bring their

early sensory (and conceptual) representations beyond a certain

threshold such that targets can be subsequently “tokenized” as

reportable episodes and stored in working memory. Upon detection

of a discontinuity in target presentation (e.g., upon detection of a

distractor), attention enhancement is discontinued and tokenization

encompasses all target information subject to attentional enhance-

ment. Once tokenization is under way, no further targets can be

subject to attention enhancement, with increased probability for

nonattended targets to be missed, bringing about an AB effect. Cru-

cially, this model explicitly predicts that, upon detection of T1,

tokenization is immediately activated, whether T1 is trailed by a

distractor or by T2, and this prediction has been tested in an ERP

study by Craston, Wyble, Chennu, and Bowman (2009) showing

that two sequential targets in RSVP elicit a single P3b response.

Referred to the present context, a first prediction is therefore that,

following a T1-locked frontal positive response, the onset latency

of T1-locked P3b should not vary whether T1 is trailed by a dis-

tractor or by T2 in two-target and three-target trials, respectively.

The second prediction arises from how the tokenization stage is

characterized in the model, that is, as a stage where spatiotemporal

information about target occurrence is bound to information about

target identity. This leads to the hypothesis that processing required

to generate a single token in working memory is increased when

two such tokens must be generated for working memory storage.

To note, tokenization in this perspective is strongly akin to the

function ascribed to the stage of memory consolidation proposed

by Jolicœur and Dell’Acqua (1998), who characterized this stage

as operating serially on sequential targets (see Craston et al., 2009;

Kihara, Kawahara, & Takeda, 2008, for analogous proposals). On

these premises, if tokenization (or consolidation) takes longer for

two targets relative to one target, then P3b should offset later in

three-target trials, when T1 is trailed by T2 and both targets must

be consolidated in working memory, rather than in two-target trials,

when T1 is the only to-be-consolidated target.

To summarize, both the models of Wyble et al. (2011) and

Olivers and Meeter (2008) predict a frontal positive ERP following

the onset of T1. This frontal response is hypothesized to reflect the

detection/selection of this target and should be of larger amplitude

on three- versus two-target trials. However, the models diverge

substantially in regard to the predicted ERPs following this initial

frontal positive response. According to Olivers and Meeter (2008),

a frontal negative component, indexing attentional inhibition,

should be observed after this frontal positive response, with a

delayed onset in three-target trials compared to two-target trials.

Based on evidence showing a magnified AB effect following two

consecutive targets in three-target trials relative to the magnitude

of the AB elicited by a single target in two-target trials (Dux et al.,

2014), the amplitude of the frontal negative activity following the

frontal positive response in three-target trials should therefore be

magnified relative to equivalent activity detected in two-target tri-

als. This model does not provide sufficient details with reference to

P3b activity—other than the shared assumption that P3b reflects

target(s) consolidation in visual working memory—to allow us to

make distinctive predictions about this component. However, one

linchpin of the model is that there are no functional impediments to

consolidate targets in visual working memory prior to the onset of

the first target-trailing distractor. On this premise, there are no P3b

modulations resulting from the present test that could be diagnostic

of the appropriateness of the model to account for the AB and its

ERP correlates.

According to Wyble et al. (2011), ERP activity following the

initial frontal positive response should manifest itself as a P3b com-

ponent primarily modulated by the time taken to consolidate tar-

get(s) in visual working memory. Crucially, the onset of the P3b

component should not differ between two-target and three-target

trials, whereas a temporally prolonged P3b offset is predicted for

the consolidation of two consecutive targets in three-target trials

relative to the consolidation of a single target in two-target trials.

Here, we test these predictions.

Method

The dataset considered in this article was from the experiment orig-

inally described by Dell’Acqua et al. (2015). For the sake of com-

pleteness, we describe the design and methods of the experiment in

full, and indicate in the section EEG/ERP Recordings and Prepro-

cessing the conditions of interest for the present investigation.

Participants

Forty students at the University of Padua (23 females) participated

in the experiment after giving informed consent. Their mean age

2. The issue of the similarities/differences between P3a and FSP
components and their relative functional connotations is dealt with in
Discussion.
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was 24.8 years (SD 5 4.6). All had normal or corrected-to-normal

visual acuity, and no history of neurological/psychiatric disorders.

Materials and Procedure

The stimuli were the digits 2 to 9 and the 22 letters of the English

alphabet excluding B, I, O, and Z. The stimuli were displayed in

light gray (34 cd/m2) Romantri font against a black (6 cd/m2) back-

ground. Luminance measurements were performed using a Minolta

LS-100 Chroma Meter. Stimuli appeared on a 1900 CRT monitor

running at 60 Hz, placed at a viewing distance of approximately

60 cm from the subject, controlled by an i686 IBM clone computer

running MEL 2.0 software. RSVP streams were composed of

distractor digits randomly selected from the available set, plus two

or three different target letters (T1, T2, and T3) presented in vari-

ous positions in the stream. Identical distractor digits in the RSVP

stream were separated by a minimum of three different stimuli.

Each stimulus was displayed for 84 ms, and was immediately

replaced by the next stimulus (interstimulus interval, ISI 5 0 ms).

The lag between pairs of critical targets (i.e., T1–T2 lag in the two-

target RSVP streams, or T2–T3 lag in three-target RSVP streams)

was manipulated by varying the number of distractors between T1

and T2, or between T2 and T3. The number of distractors preced-

ing T1 was varied randomly across trials from six to 11, and each

RSVP stream ended with T2 in two-target RSVP streams, or T3 in

three-target RSVP stream, which were replaced by a digit distractor

Figure 1. Lower: Gantt diagram illustrating the conditions of interest compared in the present article. In TT trials, T1 and T2 (highlighted as shaded

letters for illustrative purposes) were always consecutive items, whereas T1 was trailed by a distractor in TD trials. Reported here are target-absent tri-

als. Half of the trials were composed of target-present trials, namely, trials in which RSVP streams ended with a further target displayed after 8 dis-

tractors (SOA 5 756 ms). Upper: T1-locked P3a and P3b components in TT (dashed lines) and TD trials (solid lines) flanked by a color-coded

topographical indication of the originating electrode sites. The red shaded area provides information on the time window used for the post-P3a frontal

negativity amplitude values calculation.
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in the same position when the last target was not displayed. All

stimuli were scaled to fit in a central, square portion of the monitor

measuring 1.08 3 1.08 of visual angle.

In three-target RSVP streams, T1 and T2 were always consecu-

tive items. The lag between T1 and T2 in two-target RSVP streams

and between T2 and T3 in three-target RSVP streams was manipu-

lated by presenting 2 (lag 3, SOA 5 252 ms) or 8 (lag 9,

SOA 5 756 ms) distractors between these targets.

Each subject performed 648 trials, organized into 18 blocks of

36 trials each. Each lag condition appeared an equal number of

times in each block, but their order was pseudorandomized, with

the constraint that no more than three consecutive trials had the

same lag. The last target in two-target (i.e., T2) or three-target (i.e.,

T3) RSVP streams was displayed on half of the (target-present) tri-

als within each block, and replaced with a digit distractor in the

same position on the other half of (target-absent) trials. Four ran-

domly ordered RSVP streams in each block contained no targets

(no-target trials). Half of the subjects started with nine consecutive

blocks of two-target RSVP streams, followed by nine consecutive

blocks of three-target RSVP streams. The opposite order applied

for the other half of the subjects.

Each trial began with the presentation of a number of horizon-

tally aligned plus signs in the center of the monitor denoting the

number of targets that would appear in the forthcoming RSVP

stream (i.e., two or three plus signs). Pressing the spacebar initiated

a trial, causing the plus signs to disappear, and the RSVP to start

800 ms later. A question was displayed 800 ms after the end of the

RSVP stream, requesting report of the targets by pressing the corre-

sponding keys on the keyboard. Subjects were instructed to report

all letters in the RSVP streams, with no emphasis on their order or

Figure 2. Lower: Gantt diagram illustrating the conditions of interest compared in the present article. Upper: Results of ICA decomposition of both

T1-locked P3a and P3b components in TT (dashed lines) and TD trials (solid lines) flanked by the corresponding scalp plots of peak activity. The red

and green shaded areas provide information on the time windows used for amplitude estimation of ICA-decomposed post-P3a frontal negativity in TD

trials (red) and TT trials (green).
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response speed. Feedback on an incorrectly reported target was

provided at the end of each trial by replacing the plus sign in the

position congruent with target order (from left to right, T1, T2, and

T3, when present) with a minus sign. Experimental data were col-

lected after no fewer than 20 RSVP streams for practice in each of

two-target and three-target conditions.

EEG/ERP Recordings and Preprocessing

EEG activity was recorded continuously from 28 active electrodes

(at positions Fp1, Fp2, Fz, F3, F4, F7, F8, FCz, C3, C4, Cz, CP1,

CP2, CP5, CP6, P3, P4, Pz, O1, O2, Oz, T7, T8, TP9, PO9, PO10,

P7, and P8 in the 10-10 system) placed on an elastic Acti-Cap (Brain

Products), referenced to the left earlobe. Horizontal electrooculo-

gram (HEOG) activity was recorded bipolarly from electrodes posi-

tioned on the outer canthi of both eyes. Vertical EOG (VEOG)

activity was recorded bipolarly from two electrodes, above (Fp1)

and below the left eye. Impedance at each electrode site was main-

tained below 5 KX. EEG, HEOG, and VEOG activities were ampli-

fied, filtered using a band-pass of 0.016–80 Hz, digitized at a

sampling rate of 500 Hz, and referenced offline to the average of the

left and right earlobes. ICA was used to identify blink and saccade

components in the continuous EEG recordings and remove them

from the data (Delorme & Makeig, 2004; Jung et al., 2000). The

corrected EEG was high-pass filtered at 0.1 Hz and low-pass filtered

at 20 Hz and then segmented into 1,100-ms epochs starting 100 ms

prior to the onset of T1 in the RSVP stream and ending 1,000 ms

after, and baseline-corrected using the mean activity in the interval

[2100, 0] ms. In order to ensure no residual artifacts remained on

the EOG channels, each segment was examined in the interval

[2100, 1,000] ms relative to the onset of T1 for voltage deviations

greater than 80 lV in any period of 150 ms for the VEOG difference

waveform, or a deviation greater than 45 lV in any 300-ms period

for the HEOG difference waveform. Segments with residual ocular

artifacts were removed from the data set. EEG channels were flagged

when the signal exceeded 6 100 lV anywhere in the analysis seg-

ment. If a segment had seven or fewer flagged data channels, these

channels were interpolated using a spherical spline interpolation algo-

rithm in EEGLAB (Delorme & Makeig, 2004) for that segment. Seg-

ments with more than seven flagged channels were discarded.

As illustrated in the lower part of Figure 1 and 2, the critical

analyses were carried out on separate T1-locked ERP waveforms

generated in trials at the longer lag only. This was done in order to

minimize the overlap between ERP waveforms elicited by T1 in

two-target trials and by consecutive T1 and T2 in three-target trials,

and ERP waveforms elicited by the last target in the RSVP streams.

Henceforth, for ease of exposition, we will refer to two-target trials

as TD trials (to indicate that T1 was followed by a distractor) and

to three-target trials as TT trials (to indicate that T1 was followed

by another target, T2).

T1-locked ERP waveforms in TD and TT conditions were esti-

mated by averaging EEG epochs recorded on both target-present

and target-absent trials (i.e., with and without a final target ending

the RSVP streams) associated with the correct report of T1 in TD

trials, and T1 and T2 in TT trials. ERPs recorded in no-target trials

were subtracted from these ERP waveforms to eliminate EEG

oscillations in phase with the rate of presentation of RSVP items

(about 12 Hz; alpha band; cf. Dell’Acqua et al., 2015).

The mean amplitude of the subtracted T1-locked P3a and P3b

components was quantified as the mean value in a 150-ms window

centered on the peak of each grand-averaged ERP. Given

the explicit reference of Olivers and Meeter (2008) to the frontal

modulations of ERP activity reported by Martens et al. (2006), fron-

tal activity in the P3a time range was analyzed at F7, Fz, and F8

electrodes. The P3b component was analyzed at Pz (Polich, 2003).

The mean latency of the subtracted P3a and P3b components at the

same recording sites was estimated using the jackknife approach

(Kiesel, Miller, Jolicœur, & Brisson, 2008; Ulrich & Miller, 2001),

and individual values were derived with the solution proposed by

Brisson and Jolicœur (2008; see also Smulders, 2010). Onset

latency values were calculated as the time point when the ascending

portion of individual jackknife time course reached 75% of the peak

amplitude, consistent with the original work of Dell’Acqua et al.

(2015). Offset latency values were calculated as the mean time point

when the descending portion of individual jackknife ICA time

course crossed the 75% amplitude value. The Greenhouse-Geisser

correction for nonsphericity was applied when appropriate.

Results

Behavior

Separate analyses of variance (ANOVAs) were carried out to com-

pare the mean proportion of correct target report in TD and TT tri-

als. Subjects were more accurate in reporting T1 in TD trials

(95.4%) than in TT trials (79.2%), F(1,39) 5 104.5, gp
2 5 .732,

p< .0001. In TT trials, subjects were more accurate in reporting T2

(93.3%) than T1, F(1,39) 5 100.4, gp
2 5 .724, p< .0001. T1 report

in TD trials was also superior to T2 report in TT trials,

F(1,39) 5 5.7, gp
2 5 .130, p< .05. Block order (i.e., whether sub-

jects started the experiment with three-target or two-target trial

blocks) did not exert any effect on behavioral performance, max

F< 1. Furthermore, in 46.1% of TT trials, T1 and T2 were cor-

rectly reported albeit in reversed order. In short, as repeatedly

observed in prior investigations, under TT conditions T2 was

reported more accurately than T1 and, on a substantial proportion

of trials, was reported as the first target.

ERPs

The artifact screening procedures described above resulted in the

exclusion of 0.74% of the segments. For most subjects, less than

1% of the data were excluded. Two subjects had exclusion rates of

about 7%. Visual inspection of their ERPs suggested their results

were comparable to those of the other subjects, and thus their data

were included in the final analyses. The final sample included all

40 participants tested in the experiment. In all the following ERP

analyses, block order (i.e., whether subjects started the experiment

with three-target or two-target trial blocks) was included in the var-

ious ANOVA designs. However, given that block order was never

associated with significant main effects or interactions with the

other considered factors, max F< 1, min p> .43, the influence of

this factor is not discussed in the forthcoming sections. The most

important T1-locked ERP waveforms observed in the present

experiment are reported in Figure 1.

P3a. The mean P3a amplitude values observed in TT versus TD

trials were 2.95 lV and 2.09 lV at Fz, 2.44 lV and 1.66 lV at F7,

and 2.1 lV and 1.68 lV at F8. An ANOVA carried out on individ-

ual P3a amplitude values indicated that P3a was of greater ampli-

tude in TT than TD trials, F(1,38) 5 5.8, gp
2 5 .132, p< .021.

Furthermore, P3a amplitude differed across electrode sites,

F(2,76) 5 5.2, gp
2 5 .120, p< .008. False discovery rate (FDR;

Benjamini & Hochberg, 1995) corrected t tests indicated that P3a
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amplitude was greater at Fz relative to both F7, t(79) 5 3.0,

p< .01, and F8, t(79) 5 3.44, p< .001, which did not differ signifi-

cantly, t< 1, p> .34. The mean P3a onset latency in TD trials (219

ms) and in TT trials (225 ms) did not differ significantly,

F(1,38) 5 1.2, p> .4. The mean P3a offset latency in TD trials

(283 ms) and in TT trials (294 ms) also did not differ significantly,

F(1,38) 5 2.1, p> .2. No difference in P3a onset/offset latencies

was found across F7, Fz, and F8 electrodes, F< 1, p> .35.

Post-P3a frontal negativity. In order to test Olivers and Meeter’s

(2008) prediction concerning distractor-induced attention inhibition

being indexed by a peak of negativity following the initial frontal

activation reflected by the T1-locked P3a, ERP activity trailing P3a

was explored at each frontal electrode considered in the P3a analy-

ses (i.e., F7, Fz, and F8) in a time window starting 303 ms post-T1

(i.e., a value corresponding to the mean time point at which the

descending portion of P3a crossed the baseline in TT and TD trials)

and ending at 390 ms post-T1 (highlighted in red in Figure 1). The

mean amplitude of this component was 2.39 lV on TD trials, and

.74 on TT trials. An ANOVA revealed that these values differed

significantly, F(1,38) 5 14.8, gp
2 5 .281, p< .001, and were

comparable across electrode sites, F 5 1.3, p >.20. As shown in

Figure 1, separate one-tailed t tests indicated that negative ERP

activity (i.e., significantly less than 0) was detected in TD trials,

t(119) 5 22.1, p< .05, but not in TT trials, where the component

was positive.

P3b. The mean amplitude of P3b was 4.03 lV in TD trials, and

5.31 lV in TT trials. The ANOVA showed that these values were

significantly different, F(1,38) 5 14.6, gp
2 5 .269, p< .001. The

P3b onset latency was not different between TD trials (386 ms) and

TT trials (393 ms), F< 1, p> .7. The P3b offset latency was, how-

ever, substantially postponed in TT trials (496 ms) relative to TD

trials (596 ms), F(1,38) 5 70.3, gp
2 5 .641, p< .001.

ICA of ERPs

The same EEGLAB routine as that described in Dell’Acqua et al.

(2015) was used to decompose T1-locked ERPs through ICA

(Delorme & Makeig, 2004). This was done to provide a more faith-

ful depiction of the ERP results by decomposing the various com-

ponents explored through standard analyses into maximally

spatiotemporally independent signals available in the channel data,

and minimize the influence of their potential overlap/summation

on the interpretation of the above findings. One hypothesis in par-

ticular that had to be ruled out is that the post-P3a frontal negativity

(absent) in TT trials may have been camouflaged by spatiotemporal

superimposition with a surge of positive activity trailing P3a, which

could unpredictably have been more intense and/or anticipated in

TT versus TD trials.

Individual ERPs in TT and TD trials were first analyzed using

singular value decomposition to determine the dimensionality of

the signal subspace containing most of the relevant event-related

activity. A scree plot of the singular values showed a clear break

after the first three components, leading us to retain the first four

dimensions, which accounted for 51.8% of the variance. The ICA

analysis was thus restricted to this subspace of the signal space

using an initial principal component analysis (PCA). The ICA

decomposition isolated two components of the P3 family, namely,

an earlier anterior component (ICA-P3a) and a later posterior com-

ponent (ICA-P3b). The grand-averaged time courses and relative

topographies for these two components in TD and TT trials are

illustrated in Figure 2.

ICA: P3a. The mean amplitude of ICA-P3a was significantly

greater in TT trials (2.45 lV) than in TD trials (1.89 lV),

F(1,38) 5 5.46, gp
2 5 .123, p< .03. The mean onset latency of

ICA-P3a in TD trials (201 ms) and TT trials (223 ms) did not differ

significantly, F(1,38) 5 1.9, p> .35. The mean offset latency of

ICA-P3a was 272 ms in TD trials and 289 ms in TT trials. These

values were statistically different, F(1,38) 5 4.31, gp
2 5 .101,

p< .05.

ICA: Post-P3a frontal negativity. As Figure 2 suggests, our

speculations that post-P3a negative activity may have been influ-

enced by spatiotemporal overlap with contrasting positive activity

that varied between TT and TD trials was correct. Contrary to the

results observed for the standard ERP analyses, the ICA decompo-

sition revealed that negative ERP activity trailed P3a in both TD

and TT trials.

An ANOVA carried out on latency values indicated that the

onset latency of ICA-decomposed post-P3a frontal negativity did

not differ between TD trials (322 ms) and TT trials (327 ms),

F 5 1.6, p> .2. However, inspection of Figure 2 suggests that TT

and TD trials elicited T1-locked ERP time courses seemingly com-

patible with the prediction that post-P3a frontal activity in TD trials

should be anticipated relative to equivalent activity in TT trials

(i.e., in which the distractor is postponed by 84 ms). In a 310–510

ms time window (i.e., from the mean time point at which the

descending portion of the P3a component in TD trials crossed

the baseline to the final convergence of TT and TD waveforms),

the post-P3a negative deflection in TD trials is in fact more skewed

toward an earlier peak in TD trials, and more symmetrical around a

later peak in TT trials. The crucial test on the relative amplitude of

the post-P3a negative component in TD and TT trials—guided by

assuming the postponement of post-P3a activity in TT trials versus

TD trials, predicted on the basis of Olivers and Meeter’s (2008)

model—was performed by splitting the 310–510 ms time window

in half, and by comparing the amplitude of post-P3a negative activ-

ity recorded in a 310–410 ms time window for TD trials with the

amplitude of post-P3a negative component recorded in a 410–510

ms time window for TT trials. Two preliminary one-tailed t tests

confirmed that the recorded activity was indeed negative (i.e., sig-

nificantly less than 0) in both TD trials, t(39) 5 24.9, p< .001, and

TT trials, t(39) 5 22.3, p< .02. Contrary to the predicted magnifi-

cation of the amplitude of the post-P3a negative component, a sub-

sequent analysis revealed that the amplitude of post-P3a negative

activity was greater in TD trials (21.45 lV; 310–410 ms) than in

TT trials (2.74 lV; 410–510 ms), F(1,38) 5 5.31, gp
2 5 .144,

p< .03. A final analysis was conducted to compare the overall

amplitude of post-P3a negative activity in the entire 310–510 ms

time window. The result of this analysis revealed that post-P3a

negativity amplitude in TT trials (2.731 lV) was basically identi-

cal to post-P3a negativity amplitude in TD trials (2.733 lV),

F 5 .05, p> .99.

ICA: P3b. The mean amplitude of the ICA-P3b was significantly

greater in TT trials (3.29 lV) than in TD trials (2.48 lV),

F(1,39) 5 13.34, gp
2 5 .255, p< .0001. The mean onset latency of

ICA-P3b was not different between TD trials (382 ms) and TT tri-

als (397 ms), F(1,38) 5 2.0, p> .2. However, the mean offset

latency of the ICA-P3b was substantially longer in TT trials (492

ms) than in TD trials (600 ms), F(1,38) 5 68.4, gp
2 5 .642,
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p< .001. This 108-ms difference between ICA-P3b offset latencies

was significantly longer than the 17-ms difference between ICA-

P3a offset latencies in TD versus TT trials, F(1,76) 5 52.8,

gp
2 5 .410, p< .001.

Discussion

In the present study, we analyzed a portion of a large ERP dataset

that was left unexplored in a prior investigation (Dell’Acqua et al.,

2015). The selected ERP data were those bearing critically on cog-

nitive events and neural underpinnings of the selection and encod-

ing of a single target, in TD trials, or two consecutive targets, in TT

trials, embedded in RSVP streams of distractors. Standard analyses

and an ICA reconstruction of the spatiotemporal T1-locked ERP

patterns were consistent in revealing that the difference between

TT and TD trials was reflected primarily in modulations of two

subcomponents of the P3 complex. Specifically, both analytical

approaches produced results indicating a frontocentral T1-locked

P3a waveform of larger amplitude in TT trials than in TD trials.

This P3a amplitude increase elicited by consecutive targets was

accompanied by a 17-ms postponement of the corresponding P3a

offset latency. Hints of negative activity trailing P3a were found

only in TD trials using a standard ERP approach, and generally

more marked in TD versus TT trials using the ICA approach. A

centroparietal P3b was also observed to be of greater amplitude in

TT trials relative to TD trials, with a postponement of P3b offset

latency in TT trials that was, however, one order of magnitude

more substantial than that for P3a, amounting to 108 ms. There is

reasonable agreement on the role of the dorso- and ventrolateral

prefrontal cortices in the generation of P3a (e.g., Ranganath &

Rainer, 2003). Indeed, these current results are in broad agreement

with evidence indicating the involvement of the frontoparietal net-

work in enabling attentional selection of task-relevant information,

both when displayed simultaneously with arrays of spatially distrib-

uted distracting information (Corbetta, 1998; Todd & Marois,

2004; Xu & Chun, 2006; Yantis et al., 2002) and when embedded

in a spatially overlapping, but temporally distributed, sequence of

distracting events (Dell’Acqua, Sessa, Jolicœur, & Robitaille,

2006; Husain, Shapiro, Martin, & Kennard, 1997; Joseph, Chun, &

Nakayama, 1997; Lagroix, Grubert, Spalek, Di Lollo, & Eimer,

2015; Marcantoni, Lepage, Beaudoin, Bourgouin, & Richer, 2003;

Marois, Chun, & Gore, 2000). There is also good agreement that

more posterior regions, including the temporoparietal junction and

inferotemporal cortices, are likely involved in the generation of

P3b (e.g., Polich, 2003, 2007).

Specific predictions about the possible ERP modulations in the

present design were derived from two current neurocomputational

models of temporal selective attention. Predictions from Olivers

and Meeter (2008) and Wyble et al. (2011) concerning the time

course of attention deployment to the first target(s) encountered in

RSVP were confirmed by the amplitude increase of T1-locked P3a

when T1 was trailed by another target relative to when T1 was dis-

played as a single target in RSVP. According to Olivers and Meeter

(2008), attention deployment to RSVP targets is necessary to trans-

fer these stimuli into visual working memory. As detailed in the

introduction, this model predicts that attentional deployment to T1

in TD trials would be curtailed by the inhibitory response elicited

by the distractor trailing T1, which would attenuate the T1-locked

P3a response. This would not occur in TT trials given the presence

of T2 trailing T1, which would provide more time for the P3a

response to grow further, as was in fact observed. According to

Wyble et al. (2011; see Figure 6, p. 493), attention is deployed to

RSVP targets to enhance their sensory traces so as to enable them

to activate corresponding “types,” namely, nodes in conceptual

short-term memory (Chun & Potter, 1995; Potter, 1976). Types in

turn can be encoded as tokens, that is, reportable items, once they

are bound to physical features promoting episodic distinctiveness.

In this model, the summation of attentional responses to T1 and T2

would be the cause of the increased P3a amplitude in TT trials

compared to TD trials. In line with our prior observations

(Dell’Acqua et al., 2015), the offset latency difference of P3a

between TT and TD trials was minimal. This suggests that process-

ing of two consecutive targets at stages prior to memory encoding

overlap considerably, dovetailing with earlier reports using faster

RSVP presentation rates than typically employed. For example,

Potter et al. (2005) displayed two synchronous RSVP sequences of

nonwords, one above and one below a central fixation point at 20

Hz, each embedding one target word, T1 and T2. T1 and T2 were

names of semantically related real-world concepts on half of the tri-

als, and unrelated concepts on the other half of trials. Critically, at

SOA ranging from 0 to 120 ms, a semantically related T2 primed

T1, thus supporting the idea that, when presented in close temporal

proximity, type nodes were simultaneously active in conceptual

short-term memory.

One may wonder why T2 in TT trials, whose onset coincided

temporally with the bulk of attention accumulation indexed by P3a,

was reported less correctly than T1 in TD trials. The AB models

used to generate the predictions tested in the present study provide

different explanations for this often-observed effect. Both accounts

postulate that encoding two consecutive targets incurs some form

of intertarget interference. The models differ, however, relative to

the locus of this interference. Olivers and Meeter (2008) propose a

visual working memory locus, wherein encoded targets compete

for maintenance and recall (see also Raymond et al., 1992, for an

analogous proposal). Wyble et al. (2011) posit mutual inhibition of

concurrently active types, and this is reflected in slightly lower

report accuracy for consecutive targets relative to when targets are

displayed in RSVP separated by intervals outlasting the AB win-

dow (cf. Dell’Acqua, Dux, Wyble, & Jolicœur, 2012, for support-

ing evidence).

One issue to be elucidated is whether the frontal positivity that

we labelled P3a here and in the Dell’Acqua et al. (2015) study is

really a “true” P3a or some other ERP component. Labeling ERP

components and/or assigning them a specific functional connota-

tion is often a matter of contention (e.g., Dien et al., 2004). On the

one hand, in our earlier report (Dell’Acqua et al., 2015), we pro-

vided justifications that the present P3a is probably not a frontal P2

described in some other AB studies (e.g., Vogel et al., 1998). How-

ever, it must be noted that views regarding the functional signifi-

cance of the P3a component have changed over the last decade,

from a focus on novelty/deviance detection (usually explored using

oddball designs) to the currently shared position of P3a as linked to

top-down attention control (e.g., Aky€urek & Meijerink, 2012;

Barcel�o, Escera, Corral, & Peri�a~nez, 2006; Barcel�o, Peri�a~nez, &

Knight, 2002; Polich, 2007; Prada, Barcel�o, Herrmann, & Escera,

2014). One hypothesis is that the P3a corresponds to the transient

enhancement of frontal selection positivity (FSP) found by Martens

et al. (2006; see also Potts, 2004; Smid et al., 1999) and measured

in a 180–350 ms window post-T1 onset. Martens et al. (2006) con-

cluded that FSP reflected attention control over target(s) selection,

which is germane to the present idea of the function indexed by

P3a (see also Dell’Acqua et al., 2015). Thus, a small difference

aside in the topography of the FSP component, whose peak was

found at F7/F8 by Martens et al. (2006), the overlap of temporal
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parameters and proposed functional connotations of FSP and P3a

suggests that the recruitment of the frontal brain regions for

attention-guided selection in RSVP is reflected in rapid increments

of frontal positive activity upon detection of T1.

Limited evidence was found for attention inhibition induced by

the lag-1 distractor as predicted by Olivers and Meeter (2008).

Based on the boost and bounce architecture, a negative component

with a time course corresponding to that of the AB should have

been observed following P3a at frontal electrode sites. This negative

component, reported by Martens et al. (2006) in a post-FSP/P3a T1-

locked time window, was parametrically investigated by Niedeggen,

Hesselman, Sharaie, Milders, and Blakemore (2004), who proposed

that this component could index the activation of an “attention-

gating mechanism” temporarily halting processing of visual infor-

mation trailing a leading, attention-demanding visual event. In this

perspective, given the temporal shift in onset of the distractor trail-

ing one single target or two consecutive targets in TD and TT trials,

respectively, a negative component with a postponed latency was

expected in TT trials relative to TD trials. The results produced

using the standard and ICA approaches do not appear in line with

this prediction. No latency variations compatible with the hypothe-

sis that post-P3a negative activity was elicited by the first target(s)-

trailing distractor were detected when the negative component

emerged following the ICA decomposition of the multivariate spa-

tiotemporal distribution of the T1-locked ERP signal. Furthermore,

when the overall amplitude of post-P3a negative component was

explored in a 310–510 ms time window, the results indicated an

equivalence between TD and TT trials, which is incongruent with

behavioral findings reflecting a much more pronounced AB in TT

versus TD trials when tested with the behavioral variant of the pres-

ent design (i.e., by masking the last target and monitoring its correct

report; Dux et al., 2014). So, although a precise functional charac-

terization of the post-P3a negative activity is beyond the scope of

the present investigation and certainly worth further experimental

inspection, the present ERP results appear to generally run counter

to the idea of a distractor-induced nature of the AB.

The ICA-P3b results were clear-cut: The onset of the P3b did

not differ in TD versus TT trials, and its duration was longer in TT

trials than in TD trials. These results suggest that encoding two tar-

gets took longer than encoding one target (Dell’Acqua et al., 2012;

Dell’Acqua, Jolicœur, Luria, & Pluchino, 2009; Dux, Asplund, &

Marois, 2008; Jolicœur & Dell’Acqua, 1998), and converge with

proposals about the target-locked essence of the AB effect (see

Dux & Marois, 2009, and Martens & Wyble, 2010, for extensive

surveys and comparisons of models of temporal attention hinging

on this principle). Collectively, the P3b findings appear to be con-

gruent with predictions based on Wyble et al. (2011).

Two aspects of the P3b response time course deserve particular

consideration. The P3b responses recorded in both TT and TD tri-

als showed comparable onsets but clearly different offsets, that is,

the P3b offset latency was postponed in TT relative to TD trials. In

other words, the P3b response was unimodal, much like the P3b

response to consecutive targets reported by Craston et al. (2009).

These authors interpreted the unimodal P3b response elicited by

two consecutive targets as evidence for the targets’ integration into

a single attention episode (see also Kessler et al., 2005, for analo-

gous evidence produced using magnetoencephalography, MEG).

The present results complement and extend those of Craston et al.

(2009) by establishing a direct link between the amount of informa-

tion that is ultimately encoded in visual working memory and the

temporal extension of an attention episode.

The second aspect emerges from the comparison between P3b

duration (difference between offset and onset latencies) across TD

and TT trials. The 108-ms difference in P3b duration for TT trials

relative to TD trials suggests it takes, on average, 108 ms more to

encode two targets compared with one target. This may seem sur-

prising given the apparently relatively long time required for the

P3b to reach its peak amplitude. However, the peak of the P3b pre-

sumably reflects encoding as well as all processes taking place prior

to encoding. The difference between TT and TD conditions presum-

ably subtracts out some of these differences, leaving a closer esti-

mate of the mean encoding duration. Interestingly, Jolicœur and

Dell’Acqua (1998), using dual-task methods and computer simula-

tion, arrived at an estimate of about 169 ms of additional time to

encode two letters (suggesting an encoding cost of about 84 ms per

item, which is not far from the present estimate of 108 ms; see their

Table 2 and Experiment 7). Encoding into working memory, or

short-term consolidation, appears to be a slow process with high

variance but for which the cost of additional items hovers around

108 ms, a value that converges nicely with the estimate reported by

Craston et al. (2009) of 100 ms estimated from the T1-locked P3b

offset in lag-1 trials compared to that in lag-8 trials.

Conclusion

Here, we assessed rapid visual information processing for items

that appear within the same temporal attention window using EEG.

Contrasting two prominent computational models of the AB, we

observed that the P3 complex could be fractionated into distinct

components, which were affected differently by whether or not an

attentional window contained two targets or a target and a distrac-

tor. Specifically, whereas only frontal P3a amplitude was influ-

enced by increased target load, both amplitude and latency of the

parietal P3b were increased by target load. The results suggest that

within temporal attention windows there are two stages of informa-

tion processing subserved by distinct neural substrates. Selection

appears to occur close-to-concurrently for multiple targets and

draws on frontal regions of the brain. This then leads to encoding

of this information in a serial manner that prominently taps the

temporoparietal lobes.
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